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Racial Equity Implications of Artificial 
Intelligence in Health Care 

PATRICK ROSS 

ABSTRACT 

Decision-making using artificial intelligence (AI) aims to reduce human error and 
bias in the clinical decision process. The advanced pattern-finding capabilities of AI 
and machine learning serve as both promise and pitfall, as pattern recognition can 
unintentionally cause algorithms to incorporate human biases, such as racial, gender, 
or socioeconomic biases. Considering the health care applications of these tools, 
ensuring they are safe to deploy is critical. This requires a clear oversight structure 
from development to deployment. However, the unique ability to learn and adapt that 
fuels AI’s promise also presents a challenge to current regulatory frameworks. 

I. INTRODUCTION 

Artificial intelligence (AI) and machine learning is transitioning from a mainstay of 
science fiction to a workday tool. Advances in computational power, joined with a 
deep well of data, have resulted in a flourishing of uses for AI. However, regulation 
and oversight of these algorithmic tools have not kept up with the rate of technological 
innovation. What sets these tools apart is their capacity for continuous learning—given 
additional data, the mathematical model can be refined and adapt, giving the 
appearance of “intelligence.” This unique ability of AI tools presents a challenge to 
current regulation and oversight structures. Without proper guidance, these futuristic 
tools pose a risk of further embedding biases and health disparities captured in today’s 
data. 

When thinking of the future of AI in medicine, many point to the possibilities to 
reduce human error and improve the quality of care. AI and machine learning tools 
have been used to reduce adverse events such as pressure ulcers, surgery 
complications, and diagnostic errors.1 However, from image detection tools to 
algorithms used to guide population health decisions, these powerful technologies are 
susceptible to replicating or entrenching human racial biases due to the same pattern 
recognition that gives them such potential. 
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Across a wide variety of disciplines and use cases, evidence is already showing that 
AI tools can produce results that discriminate by race, sex, or socioeconomic status, 
either by incorporating human biases or being used in the wrong setting or with the 
wrong population.2 While clinical care and public health are not the only sectors to 
grapple with these challenges, the risks posed to users are greater, as the use of AI 
solutions without careful development and review may further encode biased care into 
the health system. 

II. INTRODUCING BIAS INTO AI MODELS THROUGH DATA 

Preventing racial bias in AI requires an understanding of the importance of training 
data in AI and machine learning development. When developing new AI tools, the 
accuracy and relevancy of the data used to “train” an algorithm is crucial. No algorithm 
can exceed the level of performance reflected in the training data. If an AI is producing 
incorrect output in training, no amount of “learning” will lead it to correct outcomes. 

Many models rely on the “ground truth” contained in the training data, which is 
intended to represent the best-case scenario where researchers know the outcome in 
question. However, establishing this truth is not always straightforward. Even when 
drawing from data elements such as medical records, insurance claims, or device 
readings, the data is the result of human decisions.3 There might be data missing, no 
data that are not relevant to a particular disease state, or demographic information 
might be removed in order to protect patient privacy.4 

Even training data that are accurate may reflect current or historical disparities in 
clinical care or outcomes, and thus produce biased results. In one such case, a 
commercial algorithm that was widely used by health systems and insurers was 
intended to flag patients with complex care needs who might need additional resources 
or health services. However, in an analysis, the tool was shown to under-select Black 
patients for additional follow-up care. Instead of clinical risk factors, the algorithm 
predicted needs based on the projected dollar amount spent on care.5 While the health 
spending data was accurate, white patients have historically received a 
disproportionate amount of the total spending on care, resulting in the algorithm’s 
biased outcome for Black patients.6 

This example also illustrates the problem of an algorithm’s ideal target versus the 
actual target. The ideal target is the researcher’s original intent. The actual target may 
be dramatically different, often as a result of mismatch between the desired outcome 
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and proxy variables chosen by the developer or underrepresentation in training data.7 
Underrepresentation in the training data can lead to significantly lower performance 
for the minority population—a result seen in use cases from computer-aided diagnosis 
for thoracic X-rays to automated speech recognition tools that produce nearly twice as 
many errors in transcribing Black speakers compared to white speakers.8 

Such a mismatch in proxy variables is especially likely when AI systems are built 
to model complex concepts. In cases where concepts cannot be measured directly or 
easily captured by data, developers use other data elements as a proxy for the concept 
they attempt to model. Developers may choose data sets that are readily available or 
accessible rather than the most appropriate, which can lead to harmful or 
discriminatory outcomes.9 A frequently cited example beyond the health care space is 
the use of predominantly white subjects in existing training sets for facial recognition 
software, leading to inaccuracies in recognizing non-white faces.10 

In many cases, developers only have access to limited datasets. Collecting large 
data sets can be time-consuming and expensive. Favoring easily accessible data over 
a thoughtful data collection process presents a risk of introducing racial bias into AI 
tools. For example, training on the available data may have led an Alzheimer’s 
detection software trained on native English speakers to identify more non-native 
English speakers as having early signs of Alzheimer’s. Increased pauses or different 
pronunciations were associated with signs of the disease instead of the possibility of 
non-native speakers.11 

Choices about how algorithms are trained—including where and how the data is 
collected and variables are used in assembling the model—can lead to widespread 
consequences. Algorithms are commonly viewed as a “fair” or objective means of 
dividing resources, but the human choices involved in creating algorithms can 
reinforce existing disparities. During the COVID-19 pandemic, the algorithm used to 
allocate federal funds from the Provider Relief Fund aligned awards more closely with 
historic hospital revenue than COVID-19 burden, morbidities, or hospital financial 
health. Despite lawmakers’ intent to allocate emergency funds to health systems with 
the highest health or financial needs, funds were distributed disproportionately to 
hospitals that previously brought in more revenue per patient, potentially diverting 
funds away from areas with more acute need.12 

Deploying AI tools in new contexts or populations can also present the risk of a 
mismatch between the AI tool’s intent and a new population. This is known as 
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distributional shift, when an AI tool fails to recognize or incorporate a change in 
context or data and results in the algorithm continuing to make incorrect predictions 
based on out-of-sample inputs.13 As a result, training an AI tool on a single population 
or geographic region can limit its generalizability to new areas or populations.14 
Algorithms developed based on an urban setting may struggle to provide accurate 
predictions in rural areas. Similar context constraints may be seen across different 
provider settings; an algorithm developed using data from a long-term care facility 
may be less effective in an acute care setting. 

This poses a significant challenge for health systems intending to use AI tools across 
varying regions, especially considering that relatively few AI tools are developed 
using multisite cohorts, and most rely on data sets from California, Massachusetts, and 
New York.15 The same factors that may contribute to the concentration of data sets 
originating from these states, such as large urban areas with significant investments in 
biomedical research, may also represent economic, social, and cultural factors that 
limit their generalizability to other states and regions. The specificity of some 
algorithms can be extremely narrow—some researchers have even found that 
algorithms need to be adjusted between individual imaging machines.16 With health 
care organizations serving a wide variety of patient populations, it’s very likely that 
third party AI tools are not ready to go out-of-the-box. It is critical that before they are 
deployed, AI tools are reviewed to ensure that they are appropriate for the setting and 
population where they will be used. 

III. AI USE AND HUMAN BIAS 

Regulators and health systems using AI tools must also carefully consider human–
computer interactions as they look to prevent patient harm. Implicit racial bias in 
clinicians is well-documented, and these biases are applied most often when clinicians 
are rushed, distracted, or under time pressure.17 In turn, implicit bias may lead to 
clinicians prioritizing AI-based decision support over a patient’s input. This could 
result in scenarios where incorrect AI output is overlooked or a particular diagnosis is 
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prematurely incorporated into a patient’s care plan based on unsubstantiated AI 
output.18 

Beyond implicit bias threats, relying on machine output can actually impede human 
decision-making. Automation bias is the result of humans trusting software 
uncritically and favoring computer-generated outcomes over human reasoning. Most 
software gains trust from human users by being relatively predictable. AI, which can 
generate new outcomes based on new data, does not follow this model. When 
deploying AI, the optimal level of trust still has some human skepticism of computer-
generated results.19 Automation bias results from maximized trust in an AI tool and 
causes decision-makers to stop looking for evidence after being provided with 
machine-generated output.20 

Automation bias is closely linked to automation complacency. In automation 
complacency, human users or interpreters of AI output become overly reliant on AI 
support.21 Complex tasks increase the likelihood of automation complacency, and 
studies have demonstrated that human performance declines as a result of repeated use 
of computer-aided decision support, such as that sometimes used in radiology.22 In 
addition to more readily relying on machine-generated outcomes to make decisions, 
human users are also less likely to override incorrect computer output.23 While not 
unique to AI, these biases may play an outsized role in safety given the importance of 
decisions AI may make and the typical role of humans as the final safety check. 

How AI tools are integrated into a clinician’s workflow is an essential consideration 
to promote patient safety. Patient examination skills may weaken as clinicians devote 
more time to data entry and lose the detail and nuance of patient histories.24 The risk 
of automation bias, like implicit racial bias, is increased when the human user is 
distracted or busy—a common scenario in modern medicine where reviews suggest 
that nearly 40% of a physician’s workday is spent interacting with electronic health 
records.25 What prompts might a clinician click through or review only briefly in order 
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to move on to the next task? What signals from the patient might a clinician miss in 
favor of AI-assisted decision-making? 

Regular training is necessary to prevent AI users from “deskilling,” or losing human 
skills after a task is automated.26 AI developers should also be charged with creating 
transparent, explainable AI models. Promoting transparency in AI tools makes 
understanding computer-generated outcomes easier, but having an explainable 
decision path improves error detection and allows AI users to learn from incorrect 
predictions or near-misses.27 For patients belonging to systematically marginalized 
and excluded groups, the interaction between racial bias and automation biases could 
turn near misses into preventable patient harm. 

To promote AI trustworthiness, tools should be explainable to patients, who should 
be informed if AI tools are involved in making key care decisions. While being too 
trusting of AI-generated output can lead to overlooked errors, a focus of developers 
and AI users must be to foster understanding of AI and machine learning if they are to 
be accepted as functional tools in the clinic, especially by patients. 

IV. DEVELOPMENT AND REGULATION TO PREVENT RACIAL 

BIAS IN AI 

Without thoughtful design and careful development, AI tools risk further 
entrenching bias as health care enters a new digital era. Guidelines for the safe 
development of AI are critical to ensuring patient safety, as is thoughtful regulation of 
the development and deployment of AI tools, including ongoing real-world data 
collection and review. Due to AI’s capacity for continuous “learning” or adaptation 
while in use, updated frameworks for regulation are necessary. 

AI regulation in the United States remains in its infancy. As it currently exists, 
federal oversight of AI in health care has been located within the U.S. Food and Drug 
Administration (FDA), which has jurisdiction over AI tools marketed as “Software as 
a Medical Device (SaMD).” In 2019, FDA released a proposed regulatory framework 
for AI and machine learning devices.28 Under the proposed framework, FDA has 
begun to review and approve “locked” algorithms—those that do not engage in self 
learning as real-world or new data become available.29 

In 2021, FDA released its AI and machine learning action plan, which lays out the 
agency’s path forward in AI regulation, highlighting several focus areas where more 
specific guidance will be issued.30 In the action plan, FDA responded to stakeholder 
concerns about the risk of racial bias in AI tools, acknowledging that AI devices are 
susceptible to mirroring biases present in training data.31 As a first step to reduce the 
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risk of algorithmic biases, FDA supports research efforts to develop methods that 
would be used to evaluate AI software to identify and eliminate bias during 
development and the product review stage. However, much of the regulatory 
framework developed by FDA remains undefined or in the form of guidelines and 
basic principles. 

For the many AI tools that fall outside of FDA’s jurisdiction, there is little in the 
way of a formal oversight process. To promote the development of safe and effective 
AI tools, industry stakeholders have launched several efforts to define standards to 
guide the creation and use of machine learning software. Many of these guidelines call 
for explicitly testing new AI tools for potential racial bias, as well as other biases that 
could harm marginalized or vulnerable populations. The American Medical 
Association released its first AI policy recommendations in 2018, advocating for 
transparent, reproducible software and a development process that takes proactive 
steps to identify and mitigate bias and avoid exacerbating health care disparities, 
calling out the testing of new AI tools on vulnerable populations.32 

In a consensus-standards document on promoting AI trustworthiness in health care, 
the Consumer Technology Association (CTA) recommends that developers list an 
AI’s potential use cases prior to development, to ensure the algorithm is properly 
scoped. Additionally, to improve AI accuracy, CTA recommends that developers 
determine whether existing data set is composed of raw or pre-processed data and 
determine what kind of pre-processing has been performed. Developers should be 
aware of how the original data was collected, which promotes an understanding of 
potential biases in the data.33 

The American Health Law Association has even suggested introducing contractual 
requirements to meet certain diversity and representation benchmarks in training data 
to mitigate potential bias.34 Some organizations have already begun to release 
inventories that can be used during development to review, screen, retrain, and prevent 
bias in the final AI product.35 These principles should be considered as FDA gathers 
input on Good Machine Learning Practices, a key component of the agency’s plan to 
address AI safety during development.36 In addition to practice guidelines, regulators 
should provide readily accessible resources to developers to screen AI tools for bias 
before they are tested or used in clinical populations. 

An additional focus for industry standards is ongoing real-world testing following 
device approval. In addition to testing during development, the American Medical 
Information Association calls for continuous review of algorithm results during use.37 
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The American Health Law Association has echoed this call, recommending a format 
for ongoing assessment of an AI device’s compliance with legal and regulatory 
requirements throughout its life cycle, particularly including ongoing testing and re-
validation of safety, efficacy, and privacy protections.38 

Given the risk of distribution shifts as AI tools are used in new regions or for new 
patient populations, post-market surveillance is critical to proper oversight. The FDA 
framework provides an example of how to conduct oversight once AI tools are in use. 
Currently, FDA relies on pre-determined change control plans submitted by 
developers to set boundaries for how software can be updated once it has been 
deployed. Change plans should include requirements for regular testing and data 
submission to oversight bodies. The level of risk to patients and the level of AI 
software autonomy in decision-making should be factored into how frequently these 
programs are monitored.39 How often data is submitted to oversight bodies and what 
form of data would be reviewed is still an open question within the FDA framework. 
Currently, performance monitoring is done on a voluntary basis with device 
manufacturers. Additionally, FDA has not yet addressed how to regulate adaptive or 
continuously learning AI devices. For these algorithms, lifecycle oversight and 
management will be vital to ensure that patient safety is protected. 

Beyond FDA, other federal bodies have expressed their interest in regulating or 
guiding AI development. The U.S. Department of Health and Human Services (HHS) 
has released a wide-ranging artificial intelligence strategy to promote innovation while 
encouraging the trustworthy development and use of AI.40 HHS says it will promulgate 
federal expectations for equitable, safe, and ethical AI tools. The National Institute for 
Standards and Technology has also released a proposal for identifying and managing 
bias in AI, which provides industry non-specific recommendations on preventing bias 
from the pre-design stage through deployment.41 

The day-to-day use of AI tools also raises questions about product liability and the 
attribution of harm associated with AI use. In the case of continuously learning 
algorithms, products may adapt in non-desirable or unpredicted ways, potentially 
contributing to avoidable harm. In such cases, the developer or producer could 
potentially be held at fault, even if the tool’s process has changed since it was 
introduced into use. Users, or AI operators, might also be held at fault if they are using 
AI tools incorrectly or without proper care.42 Device operators may not be aware of 
issues with built-in bias. This “black box problem” inherent to complex AI tools may 
also make determining the cause of harm challenging, again highlighting the 
importance of understandable and clear AI. 

V. CONCLUSION 

When developed thoughtfully and used correctly, AI has shown real promise to 
advance the delivery of health care. Ensuring these tools are safe is critical, especially 
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in the health care context. This requires a clear structure for oversight from 
development to deployment. However, the unique ability to learn and adapt that fuels 
AI’s promise also presents a challenge to current regulatory frameworks. Additionally, 
the pattern-recognition capabilities key to AI’s success also poses a risk of encoding 
racial bias from historical practice into these new tools. Current regulation of AI tools 
is limited to a relatively small portion of software and remains largely undefined. As 
regulatory bodies and stakeholders come together to flesh out guidelines for the safe 
development and use of AI tools, regulators must place a strong emphasis on ensuring 
that AI tools do not further entrench racial bias. 


